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LEARNING CAPABILITIES OF NEURAL NETWORKS AND
KEPLERIAN DYNAMICS

Damien Guého∗, Puneet Singla†, Robert G. Melton‡

Machine learning (ML) tools, especially deep neural networks (DNNs) have garnered sig-
nificant attention in the last decade; however, it is not clear whether ML tools can learn
the inherent characteristics of dynamical model (such as conservation laws) from the train-
ing data set. This paper considers the effectiveness of DNNs in learning dynamical system
models by considering the Keplerian two-body problem. Training a DNN with data from a
single revolution produces poor performance when predicting motion on subsequent revolu-
tions. By incorporating deviations from constancy of angular momentum and total energy
into the loss function for the DNN, predictive performance improves significantly. Further
improvements appear when a richer training data set (generated from a number of orbits with
different in orbital element values) is employed.

INTRODUCTION

Identification and control of nonlinear dynamical systems using neural networks were introduced by Naren-
dra and Parthasarathy in 1990 [1] based on observed simulation results. With rapid progress, neural networks
for identification of unknown dynamical systems [2] have been subjected to a broad and comprehensive
consideration for long-term prediction capabilities. Data driven models have been used for centuries in dy-
namical system modeling especially in astrodynamics, where sometimes only input-output observations are
available. Kepler’s laws, Newton’s laws of motion and Newton’s gravitational law were developed with crit-
ical reliance on observational data. Some earlier efforts were focused on deriving appropriate models from
data rather than fitting a model of fixed structure. The advent of ubiquitous computing solutions has led to
unprecedented breakthroughs in pattern analysis and machine intelligence. Parallel developments in sens-
ing technologies, microelectronics and embedded systems enable the acquisition of high precision data from
physical systems to enable the machine learning (ML) approaches. As soon as large amounts of observed data
are available, a model can be learned, similar to human cognition in learning from past experience to predict
future events. There are different types of machine learning, with supervised learning, reinforcement learn-
ing, and unsupervised learning [3–5]. Machine learning methods have shown great capabilities for a wide
range of applications such as improving orbit prediction accuracy through supervised machine learning [6].
While it may appear that the proliferation of data and coupled embedded systems are slated to supplant the
physical models and their associated insights with data driven models and control systems that work based
upon large training data sets, the stark reality is far from that view point. The main reason is that efforts
are concentrated on developing efficient learning algorithms to fit a fixed structure model to a large amount
of data rather than finding the optimal model structure. In this work, we study the quintessential question
about approximation as well as prediction capabilities of ML tools, especially with Deep Neural Networks
(DNN).We consider the unperturbed two-body problem to investigate the approximation and interpolation
capabilities of NN-based methods. In this scenario, the underlying nonlinear dynamics will be realized by a
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multi-layer neural network (also known as Deep Neural Network). We investigate whether the learned NN
model can reproduce known constants of the motion (e.g. energy and angular momentum). While the training
data set is generated by the solution of known two-body problem equations of motion, all the simulations are
performed using the TensorFlow API [7] originally developed by researchers and engineers from the Google
Brain team within Google’s AI organization [8]. Because TensorFlow is an open source software library
based on a strong computer algebra system, it allows high performance numerical computation thanks to a
high level of abstraction.

It should be emphasized that this paper does not advocate the use of any ML tools to predict orbit states of
resident space objects. This paper is an attempt to understand the approximation and prediction capabilities
of a multi-layer neural network approach. The two-body problem is used here as an example due to its rich
history. This paper is our first attempt to understand how incorporation of prior knowledge about system
dynamics such as conservation laws affects the learning of a multi-layer neural network.

The structure of the paper is as follows: first, a brief introduction to neural networks is presented followed
by a discussion of different training algorithms and computation of the loss function. Next, an introduction
to the Keplerian two-body problem is presented followed by a discussion of neural network learning with an
integrator in the loop. Numerical results are presented to test the learning of a multi-layer neural network by
considering two different test cases. Finally, the paper concludes with a discussion of the results and some
future research directions.

THE NEURAL NETWORK

Overall description

The first step toward artificial neural networks came in 1943 when W. McCulloch, a neurophysiologist, and
W. Pitts, a mathematician, wrote an essay on how neurons might work. One approach focused on biological
processes in the brain while the other focused on the application of neural networks to artificial intelligence.
In recent decades, many types of neural networks have been extensively studied: multi-layer perceptrons,
recurrent, convolutional, long-short term memory or modular neural networks. Among the various types
of neural network structures that can be implemented, we focus on the most common architecture known
as a multi-layer perceptron (MLP) neural network. Based upon two physical components (the processing
elements called neurons or perceptrons, and the connection between them called links), the MLP neural
network is organized in three different kinds of layers. The input layer is built with neurons that receive data
from outside the network, the output layer with neurons whose outputs are used externally, and the hidden
layers with neurons that receive and produce data internally. Typically, an MLP neural network consists of
one input and one output layer which represent the input and the output of the overall network, respectively,
and one or more hidden layers. All the layers are connected with links affected by weights (see Figure 1 for
a schematic representation). This specific (and also widely used) structure is known as a feedforward neural
network because the connections in the network flow forward from the input layer to the output layer without
any internal feedback loops. A neuron is an elementary unit that plays the role of a mathematical function.
The neuron receives one or more weighted inputs, sums them, adds a bias (that can be 0) and passes them
through a non-linear function known as an activation function or transfer function. This thresholding function
(inspired from logic gates in threshold logic) is bounded, differentiable and often monotonically increasing
and continuous. For a given neuron α, considering p inputs x1, · · · , xp having weights w1, · · · , wp, the
output will be

yα = φ

(
p∑
i=1

wixi + b

)
, (1)

with b the bias and φ the activation function. Among the most common activation functions (identity, logistic,
radial-basis, tanh, arctan, rectified linear unit, softPlus...), we will choose the sigmoid function, such that

φ(x) = sigmoid(x) =
1

1 + e−x
=

ex

1 + ex
. (2)
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Figure 1: Generic MLP neural network with three hidden layers

For n ∈ N∗, a training data set of size n is a set of pairs (xk,yk)k∈J1,nK where xk ∈ Rr serves as input
for the network and yk ∈ Rm is compared to the value ỹk produced by the network to measure its fitness
capability. The comparison is performed by computing the mean square error (MSE) for each pair k:

MSE(k) =
1

m

m∑
i=1

(yk(i)− ỹk(i))
2

=
1

m
||yk − ỹk||22 . (3)

Finally, the sum of the MSE over the whole training set is called the loss and illustrate the proficiency of the
network to map two different data sets (namely {xk} and {yk}, k ∈ J1, nK):

Loss =

n∑
k=1

MSE(k). (4)

Training a neural network

Although the optimization community has studied the general problem of optimizing non-linear functions
for many years, the multilayer neural networks do not represent a typical optimization problem. Gradient de-
scent and its various variants such as conjugate gradient are often used for optimization of smooth nonlinear
functions. However, many of these optimizers do not perform very well for the training of multi-layer neural
networks as they have a tendency to get stuck in local minimum due to a fixed learning rate. Furthermore,
many of these optimizers do not parallelize to run on GPUs or a distributed network and hence are compu-
tationally intensive for large networks. For the training of multi-layer neural networks, different variants of
gradient descent algorithms have been developed which have an adaptive learning rate to avoid local minima
and plateaus in the loss function. The most commonly used optimizers are: Adagrad [9], Adadelta opti-
mizer [10], Adam optimizer [11], FtrlOptimizer [12], RMSprop [13] and NADAM [14]. These algorithms
deploy momentum based methods and/or compute average of gradients to adjust the learning rate to avoid
local minima. All of these optimizers are available with Google’s TensorFlow package and have been opti-
mized for parallel processing. In this paper, all the networks are trained using the Adam optimizer. The main
feature of the Adam optimizer is that it computes adaptive learning rates for each parameter and also stores
an exponentially decaying average of past gradients similar to Adadelta and RMSprop. Furthermore, it is
well suited for problems that are large in terms of data and/or parameters (our training data sets can contain
billions of entries).
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Designing a qualified network

Creating a MLP neural network architecture therefore means proposing values for the number of hidden
layers and the number of neurons in each of these layers∗. The question on how to choose the number of
hidden layers and neurons in a neural network has been addressed multiple times but there is no pragmatic
technique that describes how to design an efficient neural network. It is also obscure whether there exists
a unique optimal model for a given problem and there is different consensus regarding the impact on per-
formance from adding additional hidden layers or increasing the number of neurons. However, designing a
competent network architecture is relatively easy from the moment one has access to sufficient computation
capabilities to test distinct configurations.

THE KEPLERIAN TWO-BODY PROBLEM

History

One of the most important problems in classical mechanics is the well known two-body problem which
describes the motion of two point particles (or two uniform spherical masses) subject to a central force. Since
Johannes Kepler first formulated the laws that describe planetary motion early in the 17th century, many
scientists endeavored to solve for the equation of motion of the planets. Newton worked on the special case
of the three-body problem and realized that any longitude on Earth could be determined knowing the Moon’s
position. Laplace and Poincaré, based on Euler’s work, dealt with stability issues using series just as in
the time of Newton and Leibniz and the invention of the calculus. While the general process to solve the
two-body problem in the three spatial dimensions takes advantage of some of the most essential techniques
in classical mechanics (decomposition of the dynamics, use of relative motion, the symmetries, reduction
of the order of the system with conservation laws), celestial mechanics are the experimental laboratory for
the discovery of new mathematics. Based on Giuseppe Piazzi’s observations of Ceres (1801) [15], Gauss
calculated the orbit of Ceres originally using only three points. With some approximations, Gauss found a
nonlinear equation proportional to 1/r2. He initiated the theory of least squares and the premises of data
driven models.

Formulation

Let r1 and r2 be the position vector of two bodies, and m1 and m2 be their mass. If r = r2 − r1 is the
relative position vector between the two bodies, the dynamics of the two-body problem is

r̈ = − µ
r3

r, (5)

with µ = G(m1 +m2) and G is the universal gravitational constant.
In an inertial reference frame and using Cartesian coordinates, with r =

[
x y z

]T
and r =

√
x2 + y2 + z2,

Eq. (5) can be written as

ẍ = −µx
r3
,

ÿ = −µy
r3
,

z̈ = −µz
r3
.

(6)

From Eq. (5) and Eq. (6), we define the function f : R3 → R3 as

f : r 7→ r̈⇔ f :

xy
z

 7→
ẍÿ
z̈

 = − µ
r3

xy
z

 . (7)

∗as well as a choice for the activation functions and the optimizer.
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that contains the dynamics of the two-body problem. This second-order system of differential equations
can be numerically solved using several types of integrators starting from the simple second-order Euler
integration setup to fourth-, fifth- or higher-order Runge-Kutta integration schemes. Presently, the Dormand-
Prince (RKDP for Runge-Kutta Dormand-Prince) method is the most commonly used explicit method for
solving ordinary differential equations [16]. A member of the Runge-Kutta family of ordinary differential
equations solvers, the Dormand-Prince algorithm uses six function evaluations to calculate fourth- and fifth-
order accurate solutions. In this paper, any generation of a true solution is performed with the Dormand-
Prince method of integration along with the model dynamics from Eq. (5) and Eq. (6).

Integrated solution from the neural network

The idea of this paper is to investigate whether a certain model of neural network has the potential to
approximate the function f introduced in Eq. (7) and therefore to determinate if such a model has the capacity
to interpret and portray the underlying dynamics embedded in some data set.
Consider the initial value problem as follows:

ẋ = F(x, t);

x(t0) = x0,
(8)

where x =
[
r ṙ

]T
is the unknown state vector of time t that is to be approximated. F : R6 → R6 contains

the dynamics f of the two-body problem in the six-dimensional space of position and velocity. A solution of
the Eq. (8) is

x(t) = x0 +

∫ t

t0

F(x(τ))dτ, (9)

where a numerical integrator is used to compute the second term of Eq. (9).
Consider now F̃ : R6 → R6 that contains a neural network to approximate the dynamics instead of the
function f from Eq. (7). The neural network replaces the function f . Denoted with a tilde x̃(t) to indicate
that the solution comes from a neural network approximation, Eq. (9) becomes

x̃(t) = x0 +

∫ t

t0

F̃(x̃(τ))dτ. (10)

While the neural network takes over the dynamical model, a well chosen integrator will then have the role to
finally integrate the general solution. The integrator implemented in this paper is a Runge-Kutta fixed step-
size algorithm. Subsequently, the accuracy of the neural network is measured by calculating the difference
between the integrated solution using the neural network model and the true solution with the true dynamics
F and a Dormand-Prince integration algorithm. Figure 2 displays how the solution from the neural network
and the true solution are generated to compute the loss function.

Expression of the Loss function

Overall, since the Loss is an indicator of the fitness capabilities of the network, it will compare the true
value of the states with the approximations provided by the network. Based on Eq. (4), the Loss function is

Loss =

n∑
k=1

(
1

3
||rk − r̃k||22 +

1

3
||vk − ṽk||22

)
. (11)

Taking into account the Constants of the Motion: When approximating the dynamics of the unperturbed
two-body problem (e.g. conservative system), the constants of the motion can be seen as constraints. Con-
straints can be either hard constraints, which set some conditions for the model that are required to be satisfied,
or soft constraints, which results in penalizing the loss function if a deviation from constancy is observed.
The unperturbed two-body problem is a constrained problem and the phase of training the neural network by
taking into account the constants of the motion as soft constraints becomes a constraint optimization prob-
lem. In order to evaluate the prediction accuracy gained by considering these constraints, we provide the
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Figure 2: How the neural network is used: the upper part illustrates Eq. (10) with the neural network used
to approximate the dynamics along with the Runge-Kutta fixed-size step algorithm while the bottom part
is the classical generation of the true solution with the known dynamics and a Dormand-Prince integration
algorithm. The loss is calculated (Eq. (3) and Eq. (4)) after generating the two outputs.

network with the context of inherent dynamics by incorporating a penalty term in the loss function corre-
sponding to violations of conservation of angular momentum as well as total energy. Given an initial state
x0 =

[
r0 v0

]T
, we define initial angular momentum, h0 = r0×v0 and initial energy, e0 = v20/r0−µ/r0.

Now, the loss function can be modified as follows to account for conservation of angular momentum and
energy:

Loss =

n∑
k=1

1

3
||rk − r̃k||22 +

1

3
||vk − ṽk||22 +

1

3
||h0 − h̃k||22 + ||e0 − ẽk||22︸ ︷︷ ︸

soft constraints

 , (12)

with n ∈ N∗ the size of the training data set.

Runge-Kutta integration scheme with neural network

For any step-size h > 0 and ∀n ∈ N, we define xn+1 as the RK4 (Runge-Kutta 4th-order) approximation
of x(tn+1) by

xn+1 = xn +
1

6
(k1 + 2k2 + 2k3 + k4) , (13)

with

k1 = hF(xn, tn);

k2 = hF

(
xn +

k1

2
, tn +

h

2

)
;

k3 = hF

(
xn +

k2

2
, tn +

h

2

)
;

k4 = hF (xn + k3, tn + h) .

(14)

One can reformulate the two-body problem and write the dynamics using a pseudo-matrix form

F(·) =

[
03×3(·) I3×3(·)
f(·) 03×3(·)

]
(15)

such that

ẋ = F(x, t)⇔
[
ṙ
r̈

]
=

[
03×3(·) I3×3(·)
f(·) 03×3(·)

] [
r
ṙ

]
=

[
ṙ

f(r)

]
, (16)
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where the matrix product has to be seen as a composition. Because we want the dynamics to be approximated
by a neural network, Eq. (16) becomes

ẋ = F̃(x, t)⇔
[
ṙ
r̈

]
=

[
03×3(·) I3×3(·)
NN(·) 03×3(·)

] [
r
ṙ

]
=

[
ṙ

NN(r)

]
, (17)

where f has been replaced by the neural network model (NN). Now, for any h > 0 and n ∈ N, we define
the pairs (pi,qi)1≤i≤4 ∈ R3 × R3 as

p1 = hṙn;

q1 = hNN(rn);

p2 = h
(q1

2
+ ṙn

)
;

q2 = hNN
(p1

2
+ rn

)
;

p3 = h
(q2

2
+ ṙn

)
;

q3 = hNN
(p2

2
+ rn

)
;

p4 = h (q3 + ṙn) ;

q4 = hNN (p3 + rn) .

(18)

Finally, the RK4 approximation of x(tn+1) using the neural network model as a substitute for the dynamics
(written with a tilde x̃(tn+1) to specify that it comes from the neural network) is

x̃(tn+1) = x̃n+1 = x̃n +
1

6

([
p1

q1

]
+ 2

[
p2

q2

]
+ 2

[
p3

q3

]
+

[
p4

q4

])
. (19)

Figure 3 presents an expanded view of the Runge-Kutta integration scheme implemented along with the
neural network. As a fourth-order integrator, the Runge-Kutta algorithm makes use of the neural network at
each integration step four times.

NUMERICAL RESULTS

In this section, we discuss the approximation of two-body Keplerian dynamics with a multi-layer NN cou-
pled with a fourth order RK integrator. To assess the performance of the NN in learning Keplerian dynamics,
we consider two test cases. The first test case involves the training of the NN with data corresponding to one
particular orbit and the second test case corresponds to training with data involving multiple orbits sampled
from a range of orbit parameters. For both test cases, we consider the effect of including violations of con-
stants of the motion (e.g. angular momentum and energy conversation) in the loss function during the NN
training.

Test Case 1: Training Over a Specific Orbit

This first test case involves training with a reference near-circular Low-Earth Orbit (LEO) with semi-major
axis and eccentricity

a = 7172490m and e = 0.0011.

The initial conditions for the reference orbit in Cartesian space are given as follows:

x0 = 757700m, y0 = 5222607m, z0 = 4851500m;

ẋ0 = 2213.21m s−1, ẏ0 = 4678.34m s−1, ż0 = −5371.30m s−1.

A RK4 integrator with 0.01s time step is used to predict position and velocity vectors over an orbit while using
a NN model for two-body dynamics approximation and true initial conditions. True orbit data is assumed to
be available every 0.01s to compute the loss function.
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Figure 3: 4th order Runge-Kutta integration scheme using a neural network model to approximate the dy-
namics.

The Neural Network Architecture: To assess the effect of different NN architectures (layers and neurons
per layer) on the approximation accuracy, we consider sixteen distinct configurations with two to five layers
and the number of neurons varying from ten to forty per hidden layer. For two thousand iterations (or epochs
e.g. the number of times the entire training data set will flow through the network), we examine closely
the progression of the loss function and more particularly the monotonicity, its final value and the rate of
convergence. Figure 4(a) presents the evolution of the loss function for the sixteen different configurations.
Although all the architectures manage to provide an acceptable network, the loss function does not converge
for all considered NN architectures, and varies from configuration to configuration. Networks with four layers
or more (eight configuration total as seen in Figure 4(b)) rapidly start oscillating. This non-monotonicity
implies that the optimizer is not able to update the weights at each iteration to continuously decrease the
overall value of the loss function. This can happen if there are too many parameters to optimize: some
updated weights or bias values result in a smaller loss while others are responsible for an increase. This
analysis allows us to draw two conclusions: 1. more layers and/or more neurons per layer don’t always mean
better accuracy; 2. optimizers with neural networks that are too deep may not converge monotonically (even
if they do not diverge), and end up with a fuzzy behavior. Based upon these results, we use a NN with three
layers and thirty neurons per hidden layer.

Figure 5(a) shows the evolution of the loss function (from Eq. (11)) for three layers with thirty neurons
per layer NN [30-30-30] trained with orbital data for 1.6 orbit time period. It is apparent that the loss
function reaches a plateau around 3 × 10−8 after approximately 600 epochs. Figure 5(b) shows the true
and NN approximated reference orbit plots for 4 revolutions. Figures 5(c) and 5(d) show the norm of the
approximation error for position and velocity variables, respectively. Similarly, Figure 5(e) shows the plot of
error in reproducing constants of the motion, i.e., angular momentum and total energy. The vertical red line
corresponds to the end of the training time period. From these plots, it is clear that although the approximation
error is small for the training time period, the prediction accuracy of the NN approximated orbit dynamic
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Figure 5: Performance of NN over Test Data involving Time Prediction for Test Case 1
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model deteriorates rapidly over time.

The accuracy of the same NN-based model is even worse when it is tasked to predict the motion of another
orbit with semi-major axis and eccentricity

a = 7791108m and e = 0.0982,

(cf. Figure 6). From these results, we can conclude that the NN approximated dynamic model is unable to
learn the inherent characteristics of Keplerian dynamics, i.e., conservation of energy and angular momentum
and hence resulting in poor prediction capabilities.

The evolution of the loss function (from Eq. (12)) is shown in Figure 7(a). Notice that the converged value
of the loss function is larger than the converged loss function in earlier training due to addition of the new
terms ||h0 − h̃k||22 and ||e0 − ẽk||22. However, the larger value of penalty function does not necessarily mean
a poor approximation capability of the NN model. Figures 7(c) and 7(d) show the norm of the approximation
error for position and velocity variables, respectively. The vertical red line still corresponds to the end of
the training data set. Although the approximation accuracy decreases with time prediction, the prediction
accuracy of the NN learned model has increased by an order of magnitude as compared to results presented
in Figures 5(c) and 5(d). This increase in prediction accuracy can be attributed to inclusion of constants of
the motion during the training of NN. This observation is once again confirmed by the plot of constant of
the motion violation in Figure 7(e). From these results, we can conclude that inclusion of a penalty term in
the loss function corresponding to violation of constants of the motion helps with NN training. However,
including constants of the motion as soft constraints in the loss function does not improve significantly the
NN-based model accuracy when the prediction is performed on an unknown orbit. Figure 8 proves that this
enhanced training has not produced acceptable prediction capabilities for the NN model.

Test Case 2: Training on a Set of Orbits

To further improve the accuracy of the NN-approximated orbit model, we consider the training data com-
prising one revolution for ten different orbits (Figure 9 shows the ten orbits considered for the NN training).

Figure 9: A Schematic of 10 Different Orbits used for NN Training in Test Case 2.

The data gathered from the ten orbits are stacked in a single set to produce a large training array consisting
essentially of inputs with ten different initial conditions. Table 1 below lists the orbital elements for all 10
orbits.

It should be noted that the orbital elements considered correspond to all 10 orbits being coplanar. Also,
for validation and testing, we consider three more orbits with the same constraints in the orbital elements as
listed in Table 1.
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Figure 6: Performance of NN over Test Data Involving Another Orbit for Test Case 1
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Figure 7: Performance of NN by Including Constants of the Motion in Loss Function for Test case 1.
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Figure 8: Performance of NN over Test Data Involving Another Orbit Including Constants of the Motion in
Loss Function for Test Case 1
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Table 1: Orbital elements for the ten training orbits

Semi-major axis a 10000km ≤ a ≤ 13000km

Eccentricity e 0 ≤ e ≤ 0.4

Inclination i i = π/6

RAAN Ω Ω = π/3

Argument of perigee ω ω = π/4

True anomaly θ θ = π/2

Figure 10(a) shows the plot of loss function evolution during the NN training. As expected, the loss
function decreases continuously and converges to approximately 5× 10−7 after 600 epochs. Because of the
very large set of data, the value of the loss function is consequently larger than the converged loss function
values in the previous test case. Figures 10(c) and 10(d) show the approximation error for position and
velocity states for three orbits not included in the training. In position, the absolute error between the neural
network prediction and the true value does not surpass 3× 10−7LU with a mean below 10−7LU . Similarly,
the norm of velocity approximation error does not exceed 1.2 × 10−6LU/TU with a mean close to 2 ×
10−7LU/TU . Finally, Figures 10(e) and 10(f) show the norm of error in conservation of angular momentum
and energy, respectively. The better performance of the NN in learning the orbit dynamics as compared
to the previous Test Case can be attributed to the richness of the training data set. In addition, Figure 11
shows the enhanced training by including constraints violation in the loss function. Similarly as before, the
precision accuracy is one order of magnitude better. In position, the absolute error between the neural network
prediction and the true value does not exceed 1.5 × 10−8LU with a mean below 4 × 10−9LU . The norm
of velocity approximation error does not exceed 4 × 10−7LU/TU with a mean around 5 × 10−8LU/TU .
Because the integration error is close to 10−10LU in position and 10−9LU/TU in velocity, these plots
confirm for the first time the ability of the NN model to learn the orbit dynamics.

CONCLUSION

In this paper, we have investigated the learning capabilities of neural networks based on the well known
Keplerian two-body problem. The goal was to examine whether the specific structure of neural networks
could learn the inherent dynamics of two-body problem and examine whether neural network learned model
can reproduce well-known characteristics of Keplerian dynamics such as conservation of energy and angular
momentum. We consider two test cases to assess the learning capability of the converged NN. Although NN
approximation errors are very small for a training data set involving the prediction of a specific orbit, the
approximation accuracy deteriorates rapidly for the test data set. The NN approximation completely breaks
down when it is tasked to predict an orbit not included in the training data set. Furthermore, the NN-learned
model performs very poorly in reproducing constants of the motion. However, the accuracy of the NN-learned
model is increased by an order of magnitude when one includes the penalty term in loss function formulation
corresponding to violation of constants of the motion during the NN training. Furthermore, the performance
of the NN-learned model increases considerably when the training data set is made richer by training the
neural network over a set of orbits rather than a specific orbit. Although it seems that the NN-learned model
can be trained to approximate Keplerian dynamics to a good accuracy, the complexity of the learned model
is still an issue to be investigated. The resulting NN model is a profligate model for Keplerian dynamics
as compared to Newton’s law of gravitation. Hence, future research direction will first be concentrated on
investigating a different architecture for the NN-based model such as a recursive model to take into account
the time dependency of the input data. There are also many other paramters that can be tuned to adjust the
training of the NN model such as other activation functions. Moreover, since the key element for the training
process is the optimizer, we will also concentrate our efforts to design and select the best optimizer algorithms
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Figure 10: Training and Performance of NN for Test Case 2.
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Figure 11: Performance of NN Including Constants of the Motion in Loss Function for Test Case 2.
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for this application. Eventually, the ultimate goal will be to develop a parsimonious NN model of Keplerian
dynamics and evaluate the complexity of this model to the two-body dynamics.
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